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A B S T R A C T

AI builders’ preferences influence AI technologies throughout the development cycle, yet the demographic ho-
mogeneity of the AI workforce raises concerns about potential misalignments with the more diverse population 
of AI users. This study examines whether demographic disparities among AI builders and AI users lead to sys-
tematic differences in two critical domains: personal moral beliefs and preferences for diversity-related machine 
outputs. Using a pseudo-experimental, cross-sectional design, we assessed the moral beliefs and diversity pref-
erences of adults (N = 519, 20+ years) and adolescents (N = 395, 15–19 years) with varying levels of actual or 
projected AI engagement. In our sample, males and adults with higher AI engagement exhibited stronger 
endorsement of instrumental harm and weaker support for diversity. Given the largely male composition of the 
AI workforce, these findings suggest there may be critical value gaps between current builders and users. In 
contrast, our adolescent data indicated that—developmental changes withstanding—these differences may 
narrow in future cohorts, particularly with greater gender balance. Our results provide initial support for a 
broader concern: that demographic homogeneity in the AI workforce may contribute to belief and expectation 
gaps between AI builders and users, underscoring the critical need for a diverse AI workforce to ensure alignment 
with societal values.

1. Introduction

Technology is born for a purpose and, in its impact on human society, 
always represents a form of order in social relations and an arrangement of 
power […]. In a more or less explicit way, this constitutive power dimension 
of technology always includes the worldview of those who invented and 
developed it. – Pope Francis at the G7 Summit in June 2024.

Those who develop Artificial Intelligence (AI) technologies, AI 
builders, influence systems throughout the product development life-
cycle, shaping outcomes through design, data selection, and fine-tuning 
(Birhane, 2021; Capraro et al., 2024; Lazar, 2024; Messeri & Crockett, 
2024; Weidinger et al., 2023). At the design stage, demographic factors 
such as socioeconomic and educational background can impact archi-
tectural choices, leading to the prioritization of complex, resource- 
intensive algorithms (Chan, Okolo, Terner, & Wang, 2021). During 
training, dataset selection may reflect the relatively homogenous 

experiences of the builder population, limiting representation of diverse 
perspectives (Atari, Xue, Park, Blasi, & Henrich, 2023). In fine-tuning (e. 
g., via Reinforcement Learning from Human Feedback; RLHF), builders’ 
preferences shape evaluation criteria and ethical safeguards, potentially 
influencing outputs such as the political leanings of Large Language 
Models (LLMs; Hartmann, Schwenzow, & Witte, 2023; Rozado, 2024). 
Taken together, these observations support a broader concern: that de-
mographic homogeneity within the AI workforce may contribute to 
systematic differences in beliefs and expectations relevant to AI devel-
opment. While the idea that such differences could influence the 
behavior of AI systems has gained traction in public discourse, the 
relationship between demographic composition and potential value di-
vergences remains empirically underexplored.

Concerns about such divergence grow as AI builders become more 
demographically distinct from AI users. Currently, only 22 % of the 
global AI workforce is female (Pal, Lazzaroni, & Mendoza, 2024) and as 
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the AI Now Institute reiterates, the AI sector’s diversity crisis “is not just 
about women. It’s about gender, race, and most fundamentally, about 
power” (West, Whittaker, & Crawford, 2019). The AI Index Report 
highlights substantial gender and ethnicity gaps across AI-related 
educational pipelines, with women comprising around 20 % of AI stu-
dents and non-white individuals about 40 % (predominantly Asian; 
Maslej et al., 2024). Gender disparities emerge early in fields like 
physics, engineering, and computer science, where gender gaps are 
among the widest and most persistent (Cimpian, Kim, & McDermott, 
2020). This underrepresentation is not just a demographic imbalance; it 
reflects entrenched systemic inequities that shape who gets to build 
technology and whose perspectives are embedded in it (Lazar, 2024; 
Sartori & Theodorou, 2022; Weidinger et al., 2023). Correspondingly, 
we investigate whether demographic disparities, particularly the gender 
gap, are associated with systematic differences in two AI-relevant do-
mains among participants with varying levels of AI engagement.

One critical domain is moral beliefs, where preference divergence is 
both highly relevant to AI development and speculated to differ between 
AI builders and users. In particular, it is often suggested that AI de-
velopers in Silicon Valley tend to favor certain moral frameworks, such 
as utilitarianism which is promoted by the Effective Altruism movement 
(see, e.g., Lazar & Nelson, 2023). This inclination, in turn, may shape AI 
design by embedding consequentialist preferences. One piece of sup-
porting evidence comes from a study comparing moral dilemma de-
cisions made by AI systems—specifically Large Language Models 
(LLMs)—to those made by humans (Takemoto, 2024). While LLMs and 
humans generally align in their choices (e.g., prioritizing saving more 
lives over fewer or favoring female lives over male lives), the study 
found that LLMs, particularly GPT-4, exhibited a more “uncompro-
mising” stance compared to human decision-making. Related research 
analyzing moral dilemmas in LLMs also found a high degree of 
convergence across different frontier models, suggesting that these 
preferences are at least partly shaped during the fine-tuning stage 
(Scherrer, Shi, Feder, & Blei, 2023). Given AI’s growing role in domains 
involving large-scale societal trade-offs like healthcare allocation or 
climate policy it is important to understand AI builders’ moral beliefs.

A second domain of concern is diversity attitudes, where differences 
between AI builders and AI users may shape how inclusion, equity, and 
representation are reflected or omitted in AI systems. Demographic 
uniformity may limit diverse perspectives and weaken safeguards 
against discriminatory influences in AI systems. Research on fairness, 
accountability, and transparency in AI offers valuable insights into this 
issue, demonstrating how the unique backgrounds of AI developers 
can—sometimes inadvertently—contribute to biased outcomes 
(Birhane, 2021). For instance, Holstein, Wortman Vaughan, Daumé III, 
Dudik, and Wallach (2019) found that industry practitioners themselves 
partly attribute recurring fairness issues in machine learning systems to 
a lack of diverse viewpoints among their developer teams. Relatedly, 
Raji and Buolamwini (2019) observed that even after biased model 
outputs were publicly identified, companies were slow to implement 
fixes, highlighting how gaps in developer diversity may exacerbate blind 
spots and delay necessary interventions. While a link between these 
various instances of diversity-biased algorithmic decision-making and 
the lack of diversity of AI builders seems plausible and has been tenta-
tively drawn (Noble, 2018; West et al., 2019), empirical evidence link-
ing these two phenomena remains elusive. As AI systems are 
increasingly deployed in domains where identity and representation 
matter—such as education, employment, law enforcement, and public 
discourse—understanding how the demographic makeup of AI builders 
shapes diversity-related values is essential to ensuring these technolo-
gies serve pluralistic societies.

Taking a step in this direction, the present study investigates whether 
sampled AI builders differ from AI users in two domains of normative 
preferences: First, we assessed participants’ personal moral beliefs using 
the Oxford Utilitarianism Scale (OUS; Kahane et al., 2018) to test 
whether AI builders exhibit stronger utilitarian tendencies. While the 

OUS does not directly measure views on how AI should behave, it cap-
tures stable moral beliefs that may implicitly shape decisions throughout 
the AI development lifecycle—from value alignment in LLMs to broader 
design and policy choices (Bonnefon, Shariff, & Rahwan, 2016; Deng, 
2015). We focus on utilitarianism due to its strong presence in philo-
sophical movements popular among AI developers (Bordelon, 2023; 
Clarke, 2023; Lazar & Nelson, 2023; McMillan & Seetharaman, 2023). 
Second, we evaluated participants’ preferences for diversity-related 
values expressed by AI systems. To do so, we developed the AI Tuning 
Task (AITT), in which participants rated AI-generated statements about 
diversity in leadership and education/work settings. This task captures 
explicit expectations for how LLMs should engage with socially salient 
topics—an area of growing concern given evidence of bias in model 
outputs (Crawford, 2016; Weidinger et al., 2023) and the role of 
developer values in fine-tuning (Kirk et al., 2024; Rozado, 2024). 
Together, the OUS and AITT capture complementary dimensions: in-
dividuals’ moral beliefs and normative expectations for AI behavior. By 
focusing on these domains, we offer a first step towards understanding 
how demographic disparities among AI builders may lead to value 
divergence from the broader public.

2. Methods

The study was approved by the Comité d’Éthique de la Recherche, 
Université Paris Cité (00012024–67). Data, analysis code, materials and 
preregistration are available on the Open Science Framework page at htt 
ps://osf.io/3x9h6/

2.1. Design & Sampling Strategy

This study employed a pseudo-experimental, cross-sectional design 
to compare moral preferences across individuals with varying levels of 
professional AI engagement and different temporal statuses (adolescents 
vs. adults). “AI engagement” was operationalized using a highly detailed 
five-point scale, where participants rated their projected (adolescents) 
or current (adults) level of professional AI engagement, ranging from 1 
(no engagement) to 5 (extensive engagement; see Section 2.2.1). To 
operationalize “temporal status”, we sampled from two populations: 
adolescents (15–19 years) and adults (20+ years).

The sampling strategy prioritized maximizing the sample size within 
practical constraints and obtaining reasonable variation in AI engage-
ment. Before preregistration, several schools agreed to participate, 
leading to an anticipated sample of approximately 500 adolescent par-
ticipants. We included only adolescents in the final three years of high 
school to ensure that they could engage with the study materials. At this 
stage, they have also begun considering their future career paths, as they 
have already started receiving orientation support and are making de-
cisions regarding specialized subjects and elective options. Importantly, 
in contrast to the adult sample, the adolescent sample was a group of 
people who are making pivotal career decisions after the proliferation of 
LLMs and for whom the prospect of working with AI is vastly different 
from the generations before them. To maintain comparability, we aimed 
to recruit a similar number of adult participants. The adult sample was 
designed to include both a representative portion of the French popu-
lation and a subgroup with higher expected levels of professional AI 
engagement. For this subgroup, to increase the likelihood of recruiting 
AI professionals, we shared the study via AI focused email/social media 
networks and used a panel recruitment service to recruit people spe-
cifically from IT-related fields. This approach ensured substantial vari-
ation in AI engagement, enabling meaningful comparisons between 
those with greater AI engagement and the general population. A detailed 
breakdown of the final sample is provided in Section 3.0.
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2.2. Materials

2.2.1. AI engagement
To measure AI engagement, adolescents were asked: To what extent 

would you like to be involved in AI-related activities in your future work 
or studies? Adults were asked: To what extent are you involved in AI- 
related activities in your work or your studies?

To ensure that only professional AI engagement was considered, a 
clear definition of AI-related activities was provided: Activities related to 
AI include tasks associated with the development or implementation of AI. 
This encompasses technical responsibilities such as machine learning engi-
neering, data science, and software development, as well as non-technical 
responsibilities related to the creative, organizational, or regulatory aspects 
of AI implementation. Excluded from this definition are activities that use AI 
for their execution but are not centered on AI itself. For example, using Netflix 
or ChatGPT would not be considered here; however, working on the devel-
opment of Netflix or ChatGPT algorithms, or on regulations related to them, 
would be.

To ensure consistent interpretation of the scale across participants, 
several detailed alternatives were provided: 1 = No involvement (no 
participation in AI-related tasks), 2 = Limited involvement (infrequent 
participation in AI-related tasks), 3 = Moderate involvement (occasional 
participation in AI-related tasks), 4 = Significant involvement (frequent 
participation in AI-related tasks), 5 = Extensive involvement (primarily 
working on AI-related tasks).

2.2.2. Utilitarianism
Participants’ own utilitarianism was measured using the Oxford 

Utilitarian Scale (OUS; Kahane et al., 2018) containing nine items, for 
example “If the only way to save another person’s life during an emer-
gency is to sacrifice one’s own leg, then one is morally required to make 
this sacrifice.” Participants responded on a scale of 1 = Totally disagree 
to 7 = Totally agree. The OUS has been validated in English and French 
(Carron, Blanc, Anders, & Brigaud, 2023; Kahane et al., 2018). This 
model distinguishes two key dimensions of utilitarianism: instrumental 
harm (4 items), and impartial beneficence (5 items). Participant-level 
mean scores were calculated for overall utilitarianism and for each of 
the two subscales.

2.2.3. Diversity endorsement
Participants’ views on diversity endorsement by AI was measured 

using the AITT, which emulated the RLHF process. The AITT contained 
40 statements: 20 pro-diversity and 20 anti-diversity. Diversity 
endorsement was fully crossed by topic and characteristic; half the 
statements addressed the topics of leadership/management and half 
addressed education/work. Within each of these topics, the statements 
addressed five characteristics1: gender, sexual orientation, origins, 
disability, and social class. The statements were first generated by 
ChatGPT-4 then edited individually to suit the purpose of the study.

Similar to the evaluative procedures involved in RLHF processes, 
participants were presented with statements one-by-one and asked to 
allocate or remove points from the AI for each statement. They were told 
that the allocation of points would affect the likelihood of it reproducing 
similar statements in the future. In particular, participants read:

In this section, you are in charge of training an AI that uses a large lan-
guage model (LLM) like the one used by ChatGPT. This AI can have direct or 
indirect impacts on humans and their behaviors. You will see statements 
generated by the AI on education, work, leadership, and management. Your 
role is to train the AI so that it can then provide the most appropriate rec-
ommendations and make decisions in these various areas. [page break].

You need to guide the training of the AI. The goal is to train the AI to 
generate results that maximize social well-being, that is, the collective well- 

being of the individuals in your society. To this end, you will review state-
ments made by the AI. For each statement, you will assign rewards or 
penalties: 

● Assigning + 1 to + 3 points as a reward will increase the likelihood that 
the AI will make similar statements on other occasions. The more points 
you add, the higher the probability.

● Conversely, assigning − 1 to − 3 points as a penalty will reduce the 
likelihood that the AI will make similar statements on other occasions. The 
more points you remove, the lower the probability.

As indicated in the instructions, participants responded to each 
statement by removing or adding up to 3 points (no 0 points option was 
included in case subjects recognized that algorithmically this would be 
the equivalent of removing the subsequent factor from the expression). 
Anti-diversity statements were reverse scored such that positive scores 
reflect a greater preference for diversity. For an example of an AITT 
item, see Fig. 1. A complete set of items is available in the Appendix.

2.3. Procedure

In the adolescent sample, only those with guardian consent could 
participate. Those adolescents participated during class time and the 
teacher and researcher both remained present during the experiment. 
Initially, each adolescent was provided with an iPad. Then, they were 
provided logistic information (e.g., how to use the iPad), instructed that 
their responses were confidential, and that there were no right or wrong 
answers. Following the verbal instructions, adolescents were provided 
with a code, enabling them access to the study. During the study, ado-
lescents could ask clarification questions about the meaning of specific 
words, but no additional explanations were provided. Adults partici-
pated online on their own devices.

All participants – adolescents and adults – gave informed consent 
before starting the experiment. They then responded to brief de-
mographic questions about age, gender, and SES or family SES for ad-
olescents (SES measures could range from 1 to 10; Macarthur Scale; 
Adler, Epel, Castellazzo, & Ickovics, 2000; Goodman et al., 2001). All 
participants then responded to the AI engagement question (see 2.2.1) 
and several questions about AI familiarity and engagement with AI- 
related news. They then responded to the OUS and the AITT (see 2.2.2 
and 2.2.3). Adolescents responded to additional questions about school 
grades, confidence, and performance, and then completed additional 
tasks used for separate research projects. Finally, adolescents were 
provided with a full in-person debriefing in which the researcher 
explained the purpose and construction of the study and answered any 
questions. Adults were asked additional questions about their field of 
work and study, job title, work status, income, and company. Adults 
were then provided with a comprehensive written debrief about the 
purpose and construction of the study and given the option to learn more 
about LLMs.

2.4. Preregistration & statistical approach

Our expected sample size and analyses were preregistered at htt 
ps://osf.io/3x9h6/. However, there were some necessary deviations. 
First, the preregistration had an initial goal of recruiting 500 adoles-
cents, however, several classes withdrew after the preregistration due to 
unexpected, practical constraints. Hence, our final adolescent sample 
consisted of 395 participants. Second, in our adult sample, there was a 
much higher proportion of female participants indicating AI engage-
ment than in the actual AI industry. Therefore, in Section 3.2, we include 
gender as a fixed effect in the models and run additional gender- 
weighted analyses. Relatedly, in Section 3.3, we focus only on the 
adolescent sample to assess the demographic composition of projected 
AI versus non-AI workers, and refrain from using our adult sample to 
assess the demographic composition of current AI builders. These 

1 Age was considered as a potential characteristic but reasonably removed 
due to its relationship with temporal status.

Z.A. Purcell et al.                                                                                                                                                                                                                               Cognition 263 (2025) 106198 

3 

https://osf.io/3x9h6/
https://osf.io/3x9h6/


changes were necessary to account for our specific sample composition, 
however, the general statistical analysis approach and key research 
questions were otherwise unchanged. Accordingly, in Section 3.1 we 
used linear models to examine whether gender, age, or SES predict 
utilitarianism (and its subscales) for the adult and adolescent samples, 
separately. We used the linear mixed models to predict diversity 
endorsement (and its subcharacteristics); these models included a 
random intercept for item. In Section 3.2 we used linear models to assess 
whether AI engagement, temporal status, or gender (and all in-
teractions) predicted utilitarianism (and its subscales). Then, we used 
linear mixed models to assess whether the same factors predicted di-
versity endorsement (and its subcharacteristics); these models also 
included a random intercept for item.

3. Results

3.1. The sample

In line with our sampling strategy of recruiting individuals with 
varying levels of professional AI engagement and different temporal 
statuses (adults vs. adolescents), we assembled three distinct samples: a 
representative French adult sample (N = 307), a targeted AI-engaged 
adult sample (N = 212), and an adolescent sample (N = 395; see 
Fig. 2). Within the targeted sample, 29 participants were recruited via 
email and social media, while 183 IT professionals were sourced through 
Panelab recruitment services. The IT-related sample was gender- 
balanced while the representative sample, also recruited via Panelab, 
reflected national demographics in terms of gender, age (20+ years), 
region, and occupation. The Panelab participants received points for 
participation valued around 1.5€ which could be converted into gift 
certificates, PayPal transfers, or donations to charitable organizations.

The final adult sample was between 20 and 82 years (Mage = 46.22, 
SDage = 14.80, 45.08 % female, 48.75 % male, <1 % other/prefer not to 
say2). SES ranged from 1 to 10 (MSES = 5.58, SDSES = 1.78). Among 
adults, 67.44 % reported that they used some form of AI, like ChatGPT or 
Capcut, in a typical week and 70.52 % reported having used some form 
of AI at least once. Adults reported consuming AI-related news regularly 
24.86 %, occasionally 33.91 %, rarely 26.59 % or never 14.64 %. The 
final adolescent sample, aged 15 to 19 years (Mage = 16.19, SDage =

1.01, 51.14 % female, 46.58 % male, 2.27 % other/prefer not to say), 
were recruited from 3 schools in the Paris district. Family SES ranged 
from 1 to 10 (MSES = 4.26, SDSES = 1.68). Of the adolescent sample, 
79.24 % reported that they used some form of AI, like ChatGPT or 
Capcut in a typical week, and 94.18 % reported having used some form 

of AI at least once. Adolescents also reported consuming AI-related news 
regularly 9.11 %, occasionally 29.37 %, rarely 37.72 % or never 23.80 
%.

The adult sampling strategy was optimized for variation in AI 
engagement. As shown in Fig. 2B-C, this strategy resulted in 88 partic-
ipants indicating significant or extensive AI engagement. The validity of 
the measure of professional AI engagement was supported by larger 
proportions of participants with technology-focused studies rating AI 
engagement higher (see Fig. 2C). Notably, the gender ratio among adults 
with high AI engagement in our sample was more balanced than that in 
the actual AI industry, which may be in part due to our sampling strategy 
and/or a gender-driven selection-bias into surveys of this kind (Becker & 
Glauser, 2018). This deviation from the actual gender balance is taken 
into account in the analyses to follow, which were weighted according to 
the industry gender-balance of 22 % female workers. As indicated in 
Fig. 2A, we also observed substantial variation in projected AI engage-
ment among adolescents with 54 adolescents indicating that they would 
like to work or study with significant or extensive AI engagement.

3.2. Moral preferences differ by demographic factors

To examine whether participants’ own moral preferences differed 
systematically by gender, age, or SES, we regressed these three factors 
on utilitarianism and its subscales (3.1.1) and diversity endorsement and 
its characteristics (3.1.2). These analyses are run first for adults and then 
for adolescents.

3.2.1. Utilitarianism
Among adult participants, regarding overall utilitarianism, gender 

had a moderate effect with male participants scoring higher than female 
participants (B = 0.28, CI [0.10, 0.45], p = .002). Age had a small effect 
with younger people scoring slightly higher than older people (B = - 
0.01, CI [− 0.01, > − 0.01], p = .007), while SES had no effect (B =
-0.05, CI [− 0.09, > − 0.01], p = .060). Regarding instrumental harm, 
gender again had a moderate effect with male participants scoring 
higher than female participants (B = 0.39, CI [0.16, 0.62], p < .001), age 
had a small effect with younger individuals scoring higher than older 
people (B = − 0.02, CI [− 0.03, − 0.01], p < .001), and SES had a small 
effect with those with lower SES scoring slightly higher than those with 
higher SES (B = − 0.10, CI [− 0.16, − 0.04], p = .002; SI Table 2). 
Regarding impartial beneficence, neither gender (B = 0.18, CI [− 0.02, 
0.39], p = .073), age (B ≤0.01, CI [− 0.0, 0.01], p = .988), nor SES (B 
≤0.01, CI [− 0.06, 0.05], p = .913) had a significant impact. For more 
details about utilitarianism in the adult sample, see Fig. 3 and the 
Supplementary Information (SI) Tables 1 - 3.

Among adolescent participants, regarding overall utilitarianism, 
neither gender (B = 0.09, CI [− 0.06, 0.24], p = .237), age (B = − 0.07, CI 
[− 0.14, 0.01], p = .075), nor family SES (B ≤0.00, CI [− 0.05, 0.04], p =
.932) had a significant impact. However, regarding instrumental harm, 

Fig. 1. Sample item from the AITT. This item is anti-diversity, addresses the topic of leadership/management, and the characteristics of gender. See Appendix for 
more examples.

2 Race/ethnicity was not recorded due to federal guidelines. Due to the small 
number of other gendered participants, analyses with gender include only those 
identifying as male or female.
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Fig. 2. Distributions of AI engagement across different sample populations: (A) The adolescent sample shows reasonable variation in AI engagement, with males 
more likely to report higher levels of interest in AI engagement. (B) The adult sample exhibits substantial variation in AI engagement, with a more balanced dis-
tribution of male participants and female participants showing interest in higher levels of AI engagement. (C) Evidence of convergent validity for our measure of AI 
engagement in the adult sample, where a higher proportion of participants reporting higher AI engagement also were more likely to report tertiary studies in 
technological fields. 
The classification of Tech versus Non-Tech was determined based on participants’ reported fields of tertiary study for adults and preferred field of tertiary study for 
adolescents. Fields of study categorized as “Tech” included science, engineering, technology, and production-related disciplines, as well as technology-focused 
education programs (e.g., engineering schools). All other fields, such as health sciences, arts, humanities, law, economics, sports sciences, and business, were 
classified as “Non-Tech”. Adults who reported multiple study fields were classified as Tech if at least one of their selected fields fell within the Tech category.

Fig. 3. Mean utilitarianism ratings grouped by gender. Male participants reported higher utilitarian scores than female participants both overall and on the 
instrumental harm subscale. Mean impartial beneficence ratings did not differ between genders. Error bars reflect 95 % CIs and scores could range from 1 to 7.
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gender had a large positive effect with male participants scoring higher 
than female participants (B = 0.52, CI [0.28, 0.76], p < .001). Age also 
had a small effect whereby younger adolescents scored higher than older 
adolescents (B = − 0.13, CI [− 0.25, .-01], p = .035), while family SES did 
not have a significant effect (B = − 0.05, CI [− 0.12, 0.03], p = .2083). 
Regarding impartial beneficence, gender had a moderate negative effect 
with female participants scoring higher than male participants (B =
− 0.25, CI [− 0.46, − 0.04], p = .018) but neither age (B = − 0.02, CI 
[− 0.12, 0.08], p = .725) nor family SES (B = 0.03, CI [− 0.03, 0.10], p =
.286) had a significant impact. For more information, see Fig. 3 and SI 
Tables 4 to 6.

These findings suggest that participants’ own moral preferences 
differ systematically by demographics. In particular, male participants 
show a greater preference for instrumental harm than female partici-
pants across adult and adolescent populations. For adults, male partic-
ipants are more utilitarian overall which is driven by differences in 
instrumental harm. Additionally, within the adult sample, younger 
people and those with lower SES tended to have a greater preference for 
instrumental harm. In adolescents, overall utilitarianism does not differ 
by gender; however, this masks opposing trends within its sub-
components—male adolescents prefer instrumental harm more than 
females, while female adolescents prioritize impartial beneficence more 
than males. These demographic patterns suggest that workplaces with 
skewed demographics may also exhibit moral biases, particularly 
regarding instrumental harm. This raises concerns that, due to stark 
gender imbalances in the AI workforce, AI systems may reflect greater 
preference for instrumental harm.

3.2.2. Diversity endorsement
Overall, participants were more endorsing of pro-diversity than anti- 

diversity statements from machines (all means >0). Among adults, 
regarding overall diversity endorsement, gender had a moderate effect 
with male participants showing lower diversity endorsement than fe-
male participants (B = − 0.25, CI [− 0.30, − 0.20], p < .001), age had a 
small effect, younger people were slightly more endorsing of diversity 
than older people (B = − 0.01, CI [− 0.01, <0.01], p < .001; see SI 
Table 7), and SES had no effect (B = 0.01, CI [− 0.01, 0.02], p = .416). 
Across the characteristics, gender had moderate to large negative effects 
with female participants showing greater diversity endorsement than 
male participants for gender, sexual orientation, social class, origins, but 
there was no difference for disability. Age had small effects with younger 
people showing greater diversity endorsement than older people for all 
characteristics. SES had small effects on disability and social class with 
those with higher SES showing greater endorsement, but it had no effect 
on the other characteristics. For more information, see Fig. 4 and SI 
Tables 7 to 12.

Among adolescents, gender had a large effect on overall diversity 
endorsement with male participants showing lower endorsement (B =
− 0.48, CI [− 0.53, − 0.43], p < .001), SES had a small effect with those 
from higher SES backgrounds showing higher endorsement than those 
from lower SES backgrounds (B = 0.03, CI [0.01, 0.04], p = .001), and 
age had no effect (B = − 0.01, CI [− 0.03, 0.02], p = .513; see SI 
Table 13). Across the characteristics, gender had moderate to large ef-
fects with female participants showing greater diversity endorsement 
than male participants for all characteristics. Age had no effect on di-
versity endorsement for any characteristic. SES had a small effect on 
social class with those from higher SES background showing greater 
diversity endorsement than those from lower SES backgrounds but 
family SES had no other effects on characteristics. For more details, see 
Fig. 4 and SI Tables 13 to 18.

These findings show consistent effects of gender; female participants 
were more endorsing of pro-diversity or anti-uniformity statements from 

machines overall for both adults and adolescents. This pattern was 
observed for all five characteristics for adolescents and four of five 
characteristics for adults. For adults, we observed younger people 
endorsing diversity slightly more than older people overall and for all 
characteristics. SES had no effect on overall endorsement, however, 
those with higher SES were more endorsing of disability and social class 
diversity. For adolescents, those family SES were more endorsing of 
diversity overall, however, this appeared to be driven by an effect on 
social class diversity alone. These demographic effects on diversity 
suggest that workplaces with gender inequality may, consequently, 
exhibit different patterns of diversity endorsement. For the AI workforce 
in particular, these differences may affect the systems they develop 
throughout the lifecycle of the product. In sum, both participants’ own 
utilitarianism and their endorsement of diversity from machines appear 
to differ systematically by demographic factors, potentially leading to 
skewed preferences in AI development. However, it is also important to 
recognize that individuals who pursue careers in AI may not be repre-
sentative of their broader demographic group.

3.3. Moral preferences differ for sampled AI builders versus AI users

To examine whether moral preferences differed systematically by AI 
engagement, we regressed AI engagement, temporal status, gender, and 
all their interactions on utilitarianism (and its subscales; 3.2.1) and di-
versity endorsement (and its characteristics; 3.2.2). For each dependent 
variable, we then examined the effects of AI engagement and gender 
separately for adults and adolescents. Item was included as a random 
intercept in all models of diversity endorsement. Additionally, we 
included gender-weighted analyses for the adult sample to adjust for the 
greater proportion of female participants with high AI engagement in 
our sample than in the AI industry.4 Note: Regarding AI engagement, 
due to some cells having low numbers (e.g., adolescents with extensive 
AI engagement responses), we do not focus on the mean moral prefer-
ences for particular groups but on trends across the levels of AI 
engagement.

3.3.1. Utilitarianism

3.3.1.1. Overall utilitarianism. AI engagement had a small main effect 
on overall utilitarianism (B = 0.12, CI [0.06, 0.08], p < .001). While 
gender had a large main effect (B = 0.56, CI [0.26, 0.87], p < .001), 
temporal status did not have a main effect (B = 0.26, CI [− 0.03, 0.55], p 
< .083). However, there were two two-way interactions: AI engagement 
by temporal status (B = − 0.15, CI [− 0.26, − 0.87], p = .009) and AI 
engagement by gender (B = − 0.14, CI [− 0.26, − 0.02], p = .024; see SI 
Tables 19 to 21 for extended full model results). Among adults, gender 
and AI engagement interacted to affect utilitarianism (B = − 0.14, CI 
[− 0.27, − 0.01], p = .041): for females, AI engagement had a small 
positive association with utilitarianism for adults (B = 0.19, CI [0.09, 
0.28], p < .001) but there was no effect for males (B = 0.05, CI [− 0.04, 
0.14], p = .296). Accounting for the gender proportion in our sample, 
the gender-weighted linear regression analysis for adults showed a small 
positive association between AI engagement and overall utilitarianism 
(B = 0.12, CI [0.06, 0.19], p < .001). Among adolescents, neither AI 
engagement, nor gender, nor their interaction affected overall utilitar-
ianism. See Fig. 5 and SI Tables 22 to 26.

3.3.1.2. Instrumental harm. AI engagement had a small effect on 

3 Note: adolescent results for age should be interpreted with some caution 
due to a lack of substantial variation in this sample.

4 We applied post-stratification weights to align gender representation with 
real-world distributions. High AI engagement (AI_engagement ≥3) was 
weighted to 22 % female, 78 % male (Pal et al., 2024), while low engagement 
(< 3) was weighted to 51.6 % female, 48.4 % male (Institut national de la 
statistique et des études économiques [INSEE], 2024). Weights were computed 
as the ratio of real-world to sample proportions within each group.
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instrumental harm (B = 0.12, CI [0.04, 0.21], p = .006), while temporal 
status (B = 0.68, CI [0.26, 1.11], p = .002) and gender (B = 0.69, CI 
[0.25, 1.13], p = .002) had large effects. Those with higher AI engage-
ment, adolescents, and males scored higher on instrumental harm than 
those with lower AI engagement, adults, and females, respectively. No 
interactions were significant (see SI Table 27 to 29 for extended full 
model results). Among adults, AI engagement had a small effect (B =
0.12, CI [0.03, 0.21], p = .008) and gender had a large effect on 
instrumental harm (B = 0.69, CI [0.23, 1.15], p = .003). In line, the 
gender weighted linear regression analysis showed a small positive as-
sociation between AI engagement and instrumental harm (B = 0.14, CI 
[0.05, 0.24], p = .002). Among adolescents, neither AI engagement, nor 
gender, nor their interaction affected instrumental harm (see SI Ta-
bles 30 to 32).

3.3.1.3. Impartial beneficence. AI engagement had a small effect on 
impartial beneficence (B = 0.12, CI [0.04, 0.19], p = .002) and gender 
had a moderate effect (B = 0.46, CI [0.09, 0.84], p = .015). The two-way 
interactions between: AI engagement by temporal status (B = − 0.16, CI 
[− 0.30, − 0.03], p = .018) and temporal status by gender (B = − 0.75, CI 
[− 1.48, − 0.03], p = .040) also had small and large effects (see SI Ta-
bles 33 to 35 for extended full model results). Among adults, AI 
engagement had a small effect on impartial beneficence (B = 0.12, CI 
[0.04, 0.19], p = .004) and gender had a moderate effect (B = 0.46, CI 
[0.07, 0.85], p = .020); those with higher AI engagement and males 
scored higher on impartial beneficence, but there was no effect of their 
interaction. In line with these observations, the gender-weighted linear 
regression analysis showed a small positive association between AI 
engagement and impartial beneficence (B = 0.11, CI [0.03, 0.18], p =
.007). Among adolescents, as for instrumental harm, neither AI 

engagement, nor gender, nor their interaction affected impartial 
beneficence (see SI Tables 36 to 38).

Regarding AI engagement and utilitarianism, for adults, the greater 
their professional AI engagement, the more utilitarian they tended to be. 
However, for adolescents, there was no relationship between AI 
engagement and utilitarianism. These findings suggest that overtime, AI 
builders may be more similar in their utilitarianism to AI users (see 
Fig. 5). Consequently, AI systems currently in development may reflect 
more utilitarian values than those of the general public, while future AI 
may better align with broader societal values.

3.3.2. Diversity endorsement
AI engagement had a small main effect on overall diversity 

endorsement (B = − 0.03, CI [− 0.05, − 0.02], p < .001), as did temporal 
status (B = 0.12, CI [0.03, 0.20], p = .008) and gender (B = − 0.18, CI 
[− 0.27, − 0.09], p < .001). Those with lower AI engagement, adoles-
cents, and females were more endorsing of diversity. However, there 
was also a two-way interaction between temporal status and gender (B 
= − 0.59, CI [− 0.76, − 0.41], p < .001) and three-way interaction be-
tween temporal status, gender and AI engagement (B = 0.14, CI [0.08, 
0.21], p < .001; for extended full model results see SI Table 39). Among 
adults, we found small effects of gender and AI engagement; male par-
ticipants were less likely to endorse diversity overall (B = − 0.18, CI 
[− 0.27, − 0.09], p < .001) as were those with higher AI engagement (B 
= − 0.03, CI [− 0.05, − 0.02], p < .001). In line with these findings, the 
gender-weighted linear mixed model analysis showed a small negative 
association between AI engagement and overall diversity endorsement 
(B = − 0.07, CI [− 0.08, − 0.05], p < .001). Among adolescents, we found 
a large effect of gender (B = − 0.77, CI [− 0.91, − 0.63], p < .001) as well 
as a significant AI by gender interaction term (B = 0.11, CI [0.06, 16], p 

Fig. 4. Gender differences in diversity endorsements. Female participants showed greater diversity endorsement than male participants across all characteristics. 
Error bars reflect 95 % CIs and scores could range from − 3 to 3.
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< .001). For female adolescents, AI engagement was a negative pre-
dictor of diversity endorsement (B = − 0.07, CI [− 0.10, − 0.03], p <
.001). Whereas, for male adolescents, AI engagement was a positive 
predictor of diversity endorsement (B = 0.04, CI [0.01, 08], p = .037). 
For more information about overall diversity endorsement see Fig. 5 and 
SI Tables 40 to 44. For a breakdown of results by characteristic see SI 
Tables 45 to 63.

The findings suggest that AI engagement is generally linked to lower 
diversity endorsement, but the effect varies by temporal status and 
gender. Among adults, both men and those more engaged with AI were 
slightly less likely to support diversity. In adolescents, gender differ-
ences were much stronger—girls engaged with AI showed lower di-
versity endorsement, while boys engaged with AI actually showed 
higher diversity endorsement. These patterns indicate that the rela-
tionship between AI engagement and diversity endorsement is complex 
and may shift across different age groups and genders. Consequently, AI 
development may be influenced by these shifting diversity attitudes, 
with current AI builders potentially embedding lower diversity prior-
ities, while future generations—depending on the composition of the 
workforce—may foster more inclusive approaches.

3.4. Gender disparities in the AI workforce are likely to continue

Although demographic disparities are well-documented for the cur-
rent AI workforce, we were interested in how these disparities might 

change with the next generation. As shown in Fig. 2A, adolescents 
indicating they would like to be significantly or extensively engaged 
with AI in their future careers were 33.3 % female, suggesting that, if 
these interests were to lead to eventuate in career choices, there may be 
a slight improvement on the current gender imbalance in the AI work-
force (22 % female). To formally examine the relationship between 
demographics and AI engagement for the adolescent sample (N = 395), 
we regressed gender, SES, and age on AI engagement. Gender had a 
positive effect on AI engagement indicating that male adolescents were 
more likely to show interest in pursuing a career in AI (B = 0.26, CI 
[0.07, 0.46], p = .008). Additionally, we found a small negative effect of 
family SES (B = − 0.07, CI [− 0.13, − 0.01], p = .021) but no effect for age 
(B = − 0.05, CI [− 0.15, 0.04, p = .295). These findings suggest that while 
there may be some improvement, gender parity is unlikely to occur soon 
without intervention. For more information see Fig. 2 and SI Table 64.

4. Discussion

The AI builder and AI user populations approximated in this work 
exhibited systematically distinct personal moral preferences and ex-
pectations for diversity endorsement by machines. Among adults, higher 
AI engagement was linked to stronger inclinations towards instrumental 
harm, aligning with the common supposition that individuals in 
technology-focused fields may lean towards utilitarian ethics (Bordelon, 
2023; McMillan and Seetharaman, 2023). Additionally, stronger AI 

Fig. 5. Top: there was no relationship between AI engagement and utilitarianism for adolescents but a positive association for adults. Bottom: among adolescents, 
females showed a negative association between AI engagement and diversity endorsement while males showed a positive relationship. For adults, there was a small 
negative relationship observed between AI engagement and diversity endorsement. Shading reflects 95 % CIs. Scores on utilitarianism could range from 1 to 7 and 
diversity endorsement from − 3 to 3.
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engagement among adults was also associated with weaker support for 
diversity endorsing outputs across domains such as gender, race, and 
socioeconomic background. In contrast, for adolescents, there was no 
relationship between AI engagement and utilitarianism while AI 
engagement did correlate with weaker diversity endorsement for fe-
males and stronger support for males. Importantly, in both adults and 
adolescents samples, males consistently scored higher on instrumental 
harm and exhibited lower diversity support. Taken together, these pat-
terns are consistent with concerns that demographic homogeneity in the 
AI workforce—particularly with respect to gender—may lead to sys-
tematic differences in beliefs and expectations, which could have 
downstream implications for how AI systems reflect or depart from so-
cietal values.

Regarding utilitarianism among adults, first, we found that males 
scored higher on instrumental harm than females but there was no 
gender effect on impartial beneficence. Second, we observed that 
sampled AI builders tend to be more utilitarian–for both instrumental 
harm and impartial beneficence–than those who were further removed 
from AI. Given the male-dominated AI workforce, these findings suggest 
that AI builders, as a group, may be more utilitarian than the general 
population. A weighted analysis, which accounted for the true gender 
proportions in the AI workforce, further confirmed a positive relation-
ship between AI engagement and utilitarianism. These findings empir-
ically support a key premise in ongoing concerns about 
misalignment—namely, that demographic characteristics within the AI 
workforce (e.g., gender) are associated with systematic differences in 
moral beliefs and expectations relevant to AI development.

It is important to reiterate, however, that our measure of utilitari-
anism captured participants’ moral beliefs—how they themselves think 
one ought to act—rather than their views about how AI systems should 
behave. This distinction is critical, given prior evidence that individuals 
often apply different moral standards to themselves, to other people, and 
to artificial agents (Malle, Scheutz, Arnold, Voiklis, & Cusimano, 2015; 
Purcell, Dong, Nussberger, Köbis, & Jakesch, 2024). Moreover, moral 
expectations vary by context (e.g., Everett, Faber, Savulescu, & Crockett, 
2018): people tend to adjust their expectations depending on who is 
acting and in what capacity—for example, expecting greater impar-
tiality from judges, more strategic behavior from intelligence agents, or 
stricter ethical standards from religious leaders than they apply in 
everyday life. As such, it cannot be assumed that people want AI systems 
to directly reflect their own moral beliefs, nor that these preferences are 
stable across domains or applications. Nonetheless, understanding the 
moral beliefs of those involved in AI development remains important, as 
these beliefs may shape both technical processes—such as value align-
ment and model fine-tuning—and broader decisions across the AI 
development pipeline. The patterns observed here highlight the value of 
continued research into how demographic factors relate to AI-relevant 
moral beliefs and suggest future work might explore how such beliefs 
interact with normative expectations for AI behavior in different 
domains.

Among adolescents, we observed that males scored higher on 
instrumental harm while females scored higher on impartial benefi-
cence. Additionally, there was no relationship between adolescents’ 
interest in AI and their utilitarianism on instrumental harm or impartial 
beneficence. These patterns suggest that the moral preferences of AI 
builders and users might converge in the future, particularly if gender 
disparities in the field are reduced. However, our cross-sectional find-
ings cannot rule out the possibilities that adolescents’ morals may 
continue to develop over time; nor whether entering AI related work (or 
not) will influence their moral positions. The observed misalignment 
between sampled adult AI builders and users on utilitarianism supports 
concerns that AI developers are disproportionately influenced by 
effective altruist philosophies (Lazar & Nelson, 2023), raising the risk 
that systems capable of making large-scale moral decisions may reflect 
values not shared by broader populations. Yet, developmental effects 
withstanding, our findings among adolescents provide tentative grounds 

for optimism: if moral differences are partly developmental and gender 
gaps in AI narrow, value alignment between AI builders and users could 
become more achievable over time.

If the divergences in our sampled AI builders and users accurately 
approximate AI builders and users, there may be serious pragmatic 
implications for AI systems that revolve around large-scale cost-benefit 
trade-offs. We focused on utilitarianism because of its practical impli-
cations, but also its prominence in moral cognition and philosophy (e.g., 
Kahane et al., 2018; Pinker, 2011; Singer, 2005) and in human-AI 
research (e.g., Bonnefon et al., 2016; Purcell & Bonnefon, 2023; Take-
moto, 2024). Instrumental harm has become a fundamental theme in 
this burgeoning field, as reflected in various recent studies having 
focused on moral dilemmas, examining how people think autonomous 
vehicles should behave (Bonnefon et al., 2016), how humans and ma-
chines are judged differently for the same moral decisions (Hidalgo, 
Orghian, Canals, Almeida, & Martin, 2021), or how LLMs respond to 
moral dilemmas (Takemoto, 2024). The divergences between the 
instrumental harm and the impartial beneficence subscale of the OUS 
that we observed among our samples does, however, highlight the 
importance of extending the scope of human-AI research to consider 
impartial beneficence, gender, and cohort effects.

Beyond utilitarianism, we also examined preferences for diversity 
endorsing machine outputs where differences between AI builders and 
users may shape how inclusion, equity, and representation are reflec-
ted—or omitted. Using the AITT, a task emulating the fine-tuning stage 
in LLM development, we found that–among adults–greater AI engage-
ment was associated with lower diversity endorsement in this task. 
Additionally, we observed that male participants were less diversity 
endorsing overall. These findings suggest that the AI workforce, which is 
predominantly male, may be less supportive of diversity compared to AI 
users. This pattern was further supported by weighted analyses ac-
counting for gender proportions in the AI workforce. Among adoles-
cents, the relationship between AI engagement and diversity 
endorsement interacted with gender, with female adolescents interested 
in working with AI being less diversity-endorsing than those who were 
less interested in working with AI. The opposite was true for male ad-
olescents. This suggests that not only are female participants less likely 
to opt into AI careers; the few that do might have different diversity 
preferences relative to the broader female population. As for utilitari-
anism, we cannot rule out the possibility that diversity endorsement may 
shift with age or with eventual career trajectories. Such changes with-
standing, our findings suggest that–in line with the proposed link be-
tween demographic homogeneity and value misalignment–unless 
gender parity in AI is increased, it is likely that the projected AI work-
force will continue to exhibit divergent diversity preferences.

Concerns about AI stakeholders’ lack of sensitivity to diversity have 
been widely raised (Lazar, 2024; Weidinger et al., 2021; West et al., 
2019), highlighting both an industry challenge and an urgent need for 
psychologists to examine the social and cognitive drivers of diversity 
attitudes. This study focuses on gender, given the significant disparity in 
the AI workforce (78 % male, 22 % female) and its extensive discussion. 
We found that female participants endorsed gender diversity more 
strongly than males and also supported diversity across all other char-
acteristics. This suggests their stance is not merely self-serving but aligns 
with theories linking discrimination experience to heightened diversity 
sensitivity (Nielsen et al., 2017; Schmitt, Branscombe, Postmes, & Gar-
cia, 2014). In contrast, male participants’ lower diversity endorsement 
reflects prior findings that dominant groups may perceive diversity as 
exclusionary (Plaut, Garnett, Buffardi, & Sanchez-Burks, 2011). These 
findings underscore the existence of large gender differences in diversity 
attitudes, which could influence the priorities and culture of gender- 
imbalanced workforces. Importantly, in diversity-related issues, simply 
reflecting majority views may be problematic. Regardless of whether 
one adopts a normative stance or prioritizes increasing diversity 
endorsement, our results suggest the need to foster greater diversity 
support among AI builders. More broadly, our results suggest that 
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gendered self-selection into AI fields may reinforce the existing value 
divergence, especially if underrepresented groups entering AI already 
differ from their peers in diversity attitudes. This further supports the 
idea that demographic homogeneity may be associated with value 
divergence.

The current study estimated current and projected populations of AI 
builders and users in France. Given the impracticality of directly 
recruiting from top technology firms, we approximated AI builders 
through targeted recruitment and an AI engagement measure. This 
measure demonstrated convergent validity with self-reported fields of 
study; however, female participants were overrepresented at higher 
engagement levels. While subsequent gender-weighted analyses aligned 
with preregistered results, we did not account for additional factors (e. 
g., socioeconomic status, race), which warrant further investigation. 
More generally, while our study centers on gender as a potential driver 
of disparities between AI builders and users, future research should also 
explore the influence of other factors—such as race, nationality, and 
urban-rural divides—on preferences shaping AI development. To cap-
ture key cohort differences, we sampled both adults and adolescents, 
with the former more likely to have chosen their careers before main-
stream AI adoption. However, this cross-sectional design limits decisive 
conclusions, particularly for adolescents, as their moral and career 
preferences may evolve over time. Another limitation stems from the 
national focus of our sample, as AI systems are developed and deployed 
globally. The observed differences between AI builders and users within 
this relatively homogeneous group suggest that such disparities may be 
even more pronounced on a global scale. This emphasizes the need to 
assess whether current AI builder populations adequately represent the 
diverse attitudes of global AI users. Relatedly, it remains unclear 
whether AI should follow universal moral norms, adapt to local values, 
or aim for neutrality, for example, by deferring to users. Yet even such 
attempts at neutrality reflect a normative stance; for instance, a 
commitment to minimising top-down moral imposition. While our study 
does not directly address this debate, it underscores the need for further 
discussions about the philosophies that ought to guide AI ethics.

We examined divergences between AI builders and users as a first 
step towards understanding whether idiosyncratic worldviews may be 
embedded in AI. While we did not measure AI systems’ moral or di-
versity preferences, or their influence on users, prior research has shown 
that AI systems such as LLMs do reflect the ideologies of their builders 
(Buyl et al., 2024) and also that these systems can shape beliefs, be-
haviors, and political views (Costello, Pennycook, & Rand, 2024; 
Hackenburg & Margetts, 2024; Karinshak, Liu, Park, & Hancock, 2023). 
Some studies manipulate AI prompts to affect outcomes, while others 
assess default preferences, such as political or moral leanings (Hartmann 
et al., 2023; Rozado, 2024; Takemoto, 2024). An important limitation in 
this line of work is, however, that testing new AI variants is resource- 
intensive and lags behind the rapid development of these systems. 

Moreover, recent work suggests that explicit AI outputs may not fully 
reflect a system’s implicit values (Mazeika et al., 2025). In view of these 
limitations, we focused our examination on the individuals shaping AI 
systems’ development now and in the future, relative to those using 
those systems. Developing effective methods to accurately assess pref-
erences embedded into AI systems remains a key challenge for cognitive 
and computer scientists, and our results stress the importance of 
advancing these lines of research that is ultimately required to inform us 
about how AI builder preferences may translate into AI systems’ values.

In sum, our findings provide initial empirical evidence that de-
mographic factors—particularly gender—are associated with systematic 
differences in both personal moral beliefs and expectations for AI 
behavior. Compounding this effect, we found that sampled AI builders, 
compared to broader populations, exhibited distinctive patterns across 
both domains. While our study does not examine whether these differ-
ences translate into system behavior, they raise important questions 
about the values that may become embedded in AI tech-
nologies—especially as such systems increasingly shape social norms, 
decisions, and public life. Encouragingly, our adolescent data suggest 
that some of these differences, particularly in moral beliefs, may narrow 
in future cohorts if the AI workforce becomes more demographically 
representative. Yet this trajectory is uncertain. To mitigate potential 
value misalignment, future research should investigate how developer 
beliefs influence AI outputs and explore how inclusive development 
practices—and potentially regulatory oversight—can help ensure that 
AI systems reflect a broader spectrum of societal perspectives. Our 
findings suggest that improving workforce diversity may be a promising 
step towards more representative and socially responsive AI.
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Appendix A. Appendix

Table A1. Items in the AITT. Items are translated from French. Original items are accessible on OSF.

Category Item 
Number

Description

Anti-diversity
Gender 1 Women naturally gravitate towards professions related to care and health.
Gender 2 Men have a natural inclination for careers focused on solving technical problems.
Gender 3 Leadership requires assertiveness, a personality trait often lacking in women.
Gender 4 Men are biologically predisposed to have a strategic vision as leaders.
Sexual Orientation 5 Homosexual individuals are naturally more inclined to choose artistic careers.
Sexual Orientation 6 Non-heterosexual individuals often struggle in scientific careers that require analytical skills.
Sexual Orientation 7 Heterosexual individuals have more competencies to be good leaders.

(continued on next page)
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(continued )

Category Item 
Number 

Description

Sexual Orientation 8 Homosexual individuals are less suited for leadership positions.
Ethnicity 9 Individuals from certain backgrounds naturally gravitate towards manual trades.
Ethnicity 10 Individuals from certain backgrounds are naturally more proficient in advancing careers in science and technology.
Ethnicity 11 Individuals from certain backgrounds are better suited for management roles.
Ethnicity 12 People from certain backgrounds are more prone to corruption in economic and political spheres.
Disability 13 People with disabilities are less capable of excelling in intellectually demanding professions.
Disability 14 Individuals with disabilities are inherently less productive in the workplace than their non-disabled counterparts.
Disability 15 Politicians with disabilities are less capable of making sound decisions.
Disability 16 Individuals with psychological disorders and difficulties struggle to understand complex economic concepts.
Socioeconomic 

Background
17 People from disadvantaged socioeconomic backgrounds lack ambition for prestigious careers.

Socioeconomic 
Background

18 Graduates from prestigious schools are more talented than those from less renowned institutions.

Socioeconomic 
Background

19 Leaders from privileged backgrounds are better able to tackle economic challenges.

Socioeconomic 
Background

20 Individuals with a high socioeconomic status are more qualified for political careers.

Pro-diversity
Gender 21 Ideally, gender should not influence individuals’ choices of studies and careers.
Gender 22 The skills and talents necessary for professional success do not depend on gender.
Gender 23 Leadership skills are present in individuals of all genders.
Gender 24 Gender diversity in leadership teams promotes more inclusive management.
Sexual Orientation 25 Inclusive educational environments benefit all students, regardless of their sexual orientation.
Sexual Orientation 26 Individuals of all sexual orientations can excel in scientific and technical careers.
Sexual Orientation 27 The sexual orientation of political figures should not be a factor in voting decisions.
Sexual Orientation 28 Individuals of all sexual orientations can make significant contributions as leaders.
Ethnicity 29 Individuals of all backgrounds have the ability to succeed in a science career.
Ethnicity 30 Not presented due to a technical issue.*
Ethnicity 31 Promoting ethnic diversity in economic and political spheres better represents society’s interests.
Ethnicity 32 Anti-discrimination policies should ensure that people of all backgrounds can be elected.
Disability 33 Accommodations provided for students with disabilities improve the educational experience for all students.
Disability 34 Disabled students should be valued for their individual skills that can enrich group work.
Disability 35 Inclusive policies should ensure that people with disabilities can actively participate in politics.
Disability 36 Diversity in psychological profiles (with and without psychological difficulties) contributes to innovative approaches in economic planning.
Socioeconomic 

Background
37 Equal access to quality education contributes to a diverse and equitable workforce.

Socioeconomic 
Background

38 Diversity in educational backgrounds contributes to a versatile and adaptable workforce.

Socioeconomic 
Background

39 Ideally, an individual’s social background should not influence their chances of becoming political or economic leaders.

Socioeconomic 
Background

40 Leaders from diverse educational backgrounds strengthen political and economic decision-making.

* A technical issue occurred where item 37 was presented again when item 30 should have been presented. Accordingly, item 37 was kept in Social Class and item 30 
was removed from Ethnicity.

Appendix B. Supplementary data

Supplementary data to this article can be found online at https://doi.org/10.1016/j.cognition.2025.106198.

Data availability

Data, code, and materials will be available on OSF upon publication.
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